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Abstract

This notelooks at the performanceof varioustime seriesmodelsin predicting
the neartermfuture of the rand/dollarexchangerate. Eachtechniqués prediction
power is evaluatedover a period of 24 and 36 monthsrespectrely by evaluating
theone-montHorecasts meanabsolutepercentagerror. Thethetadeconposition
modelis the clearwinnerin boththe 24 and36 month’competitions’. Thereafter
the variousmodels’forecastsarecombinel optimally in sucha way thatthe one-
monthforecasmeanabsolue percentagerrorof theweightedaverageof forecasts
is minimised. This yields a further maiginal improvementin the meanabsolute

percentag error which suggeststhata combiration of modelsshouldoutperform
the bestof the suiteof models.

1 Forecastingin thevery short term

Typical financialtime seriessuchas exchangeratesare driven by a combination of
internal andexternal factos. Hereinterral refersto thosefactos inheentin thetime
seriesitself suchastrend and seasonafluctuations. Thesearetypically the subject
of univariate time seriesmocels andin the shortterm play the domnantrole in de-
terminirg the trajectoryof the series. Extemnal factors,on the otherhand refer to
'fundamenmal’ factorsasdicatedby econonic theory suchasinterestrate andprice
differentials. In the shortterm thesefactorshave almostno influerce but in the long
termthey play a dominantrole in determiring the series’trajectoy. Modds basedon
extemalfactorsaretypically multivariateregressiormodels.Modds thattry to captue
themiddlegrourd betweertime seriesandfundamentaimocels arevecta autoegres-
sionandneual network typemodels.
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Heretheforecastperformane of avarietyof mocelsareinvestigatedn forecasting
the shortterm, one month aheadfuture of the randdollar exchangerate. Thusthe
emplasisis ontime seriesmodels.A varietyof ARIMA type mocklsaswell asHolt-
Winters exponential smootling techniqees are investigaed. The variety of ARIMA
mockls stemsfrom a visualinspectionof the correlogramand partial corrdogram of
log-changesn the randanda selectionmadefrom this visual inspectionof potential
ordersfor ARIMA mocels. Thesemocels,ARIMA andexporentialsmootling, canbe
viewedasthe classicalapprachto shorttermforecasting

Two othertypesof modelsarealsoexamined- thesearethe STL (seasonal-and-
Loess)and Thetamodels. Both thesemockls are decanpositionmodds andhave re-
ceived consideable interestrecently especiallydue to the excellent performarce of
the Thetamodelin the mostrecet M competition as publishedby the Interrational
Jourral of Forecating.

2 Methodology

A fairly large sampleof morth-endexchangerateshasbeenusedin this study The
seriesstartsin 1986andspansseveralyeas of therands fluctuatingandvolatile history
with the last point beingthe monthendfigure of October20®@. Fromthefull dataset
oneobserationwasremoredandall theremainingpointsusedto estimatehevarious
mockls’ paraneters.Eachmocdel wasthenrequredto predictonemonthinto thefuture
andthis prediction wascomparedto the obsenration in the hold-out period Thenthe



samplewasagainredu@d by remaoving the last obsenration (this time the seconeto-
lastobsenation in thefull sample)andthe various mocels’ paraneterswasestimated.
Again a onemonthprediction wasobtaired from eachmocel andthis wascompared
to theactualoutcanein thehold-aut sample.This processvasrepeatedintil atfirst 24
andlateron 36 actualobsenationsvs onemonthpredidionswereobtaineal. As in the
M competition the MAPE (meanabsolutegpercatageerror)wasusedasa yardstickto
bendhmarkmodelperformarce.

For eachdatasetthus obtained the 24 and 36 point sets,the forecastsrom the
various modds were combined usinga simpleweightedaverage. The weighs were
deterninedoptimally usingthe constraind limited memay modfication of the quasi-
Newton BFGS (Broyden, Fletcher Goldfarb and Shan, 1970 algoithm. Weights
wereconstrainedo be positive andlessthanunity. The goalfunction thatwasmin-
imsedwas the MAPE of the weighted averageforeaast. Note that the optimisation
processpotherthantheindividual models,doeslook into thefuture in thatit optimises
theknown forecastperfamanceof themockls.

3 Model performance

The following figures presenthe various models’ performarce for the 24 andthe 36
point forecastsamples.
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In the 24 morth samplenotethe outperbrmarce of the Thetamodel aswell asthe
appaentbarier atarourd 3.6%. Also notethatif asimple(equallyweighted averag
of all the modds is usedquite a medicre prediction is obtainedwhile an averag
that optimally combire predctions seea fairly large improvermrentin the MAPE. It is
interestingto notethatthe optimisationprocessassignederoweightsto mostmodels
androughly equalweights to the 'best’ mocel from eachof the ARIMA, STLoessand
Thetacatgories. This is encouagingasit is quite similar to the way in which one
would combineforecastawvithout the adwventageof an optimiser- pick the bestmodel
from eachcategory. Again, it is encouagingto notethatthis optimd combnationdoes
improvethe MAPE. Otherfinancialseries gspecialljcommadlities,yield anevenmore
significantimprovementin MAPE if differentforecastsareoptimally combired.

If a 36 point sampleis usedthe MAPE ’barrier’ lowers dramaticallyto arourd
3.1%. Onceagainthe Thetamodelis superi@ while a simpleaverag of all models
doesnot appearto yield an excegional forecast. Again the optimal combnation of
weightssucceed# a notalle MAPE improvemen.
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