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Abstract

This notelooksat theperformanceof varioustime seriesmodelsin predicting
theneartermfutureof therand/dollarexchangerate.Eachtechnique’s prediction
power is evaluatedover a periodof 24 and36 monthsrespectively by evaluating
theone-monthforecast’smeanabsolutepercentageerror. Thethetadecomposition
modelis theclearwinner in boththe24 and36 month’competitions’.Thereafter
thevariousmodels’forecastsarecombined optimally in sucha way that theone-
monthforecastmeanabsolutepercentageerrorof theweightedaverageof forecasts
is minimised. This yields a further marginal improvementin the meanabsolute
percentage errorwhich suggeststhata combinationof modelsshouldoutperform
thebestof thesuiteof models.

1 Forecasting in the very short term

Typical financial time seriessuchas exchangeratesaredriven by a combination of
internal andexternal factors. Hereinternal refersto thosefactors inherent in thetime
seriesitself suchas trendandseasonalfluctuations. Theseare typically the subject
of univariate time seriesmodels andin the short term play the dominant role in de-
termining the trajectoryof the series. External factors,on the other hand, refer to
’fundamental’ factorsasdicatedby economic theory, suchas interestrateandprice
differentials. In the shortterm thesefactorshave almostno influence but in the long
termthey play a dominantrole in determining theseries’trajectory. Models basedon
external factorsaretypically multivariateregressionmodels.Models thattry to capture
themiddleground betweentimeseriesandfundamentalmodelsarevector autoregres-
sionandneural network typemodels.
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Heretheforecastperformanceof avarietyof modelsareinvestigatedin forecasting
the short term, onemonthaheadfuture of the rand/dollar exchangerate. Thus the
emphasisis on time seriesmodels.A varietyof ARIMA typemodelsaswell asHolt-
Wintersexponential smoothing techniquesare investigated. The variety of ARIMA
models stemsfrom a visual inspectionof the correlogramandpartial correlogramof
log-changesin the randanda selectionmadefrom this visual inspectionof potential
ordersfor ARIMA models.Thesemodels,ARIMA andexponentialsmoothing,canbe
viewedastheclassicalapproachto shorttermforecasting.

Two othertypesof modelsarealsoexamined- thesearetheSTL (seasonal-trend-
Loess)andThetamodels.Both thesemodelsaredecompositionmodels andhave re-
ceived considerable interestrecently, especiallydueto the excellent performance of
the Thetamodel in the most recent M competition aspublishedby the International
Journal of Forecasting.

2 Methodology

A fairly large sampleof month-endexchangerateshasbeenusedin this study. The
seriesstartsin 1986andspansseveralyearsof therand’sfluctuatingandvolatilehistory
with thelastpoint beingthemonth-endfigureof October2002. Fromthefull dataset
oneobservationwasremovedandall theremainingpointsusedto estimatethevarious
models’ parameters.Eachmodel wasthenrequiredto predictonemonthinto thefuture
andthis prediction wascomparedto theobservation in thehold-out period. Thenthe
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samplewasagainreduced by removing the last observation (this time the second-to-
lastobservation in thefull sample)andthevarious models’ parameterswasestimated.
Again a one-monthprediction wasobtained from eachmodel andthis wascompared
to theactualoutcomein thehold-out sample.Thisprocesswasrepeateduntil atfirst 24
andlateron 36 actualobservationsvs onemonthpredictionswereobtained. As in the
M competition theMAPE (meanabsolutepercentageerror)wasusedasa yardstickto
benchmarkmodelperformance.

For eachdataset thusobtained, the 24 and36 point sets,the forecastsfrom the
various models werecombined usinga simpleweightedaverage.The weights were
determinedoptimally usingtheconstrained limited memory modificationof thequasi-
Newton BFGS(Broyden, Fletcher, Goldfarb andShanno, 1970) algorithm. Weights
wereconstrainedto bepositive andlessthanunity. Thegoal function that wasmin-
imsedwas the MAPE of the weighted averageforecast. Note that the optimisation
process,otherthantheindividual models,doeslook into thefuture in thatit optimises
theknown forecastperformanceof themodels.

3 Model performance

Thefollowing figures presentthevariousmodels’performance for the24 andthe36
point forecastsamples.
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In the24 month samplenotetheoutperformanceof theThetamodel aswell asthe
apparentbarrier at around 3.6%.Also notethatif a simple(equallyweighted) average
of all the models is usedquite a mediocre prediction is obtainedwhile an average
thatoptimally combine predictionsseea fairly large improvement in theMAPE. It is
interestingto notethattheoptimisationprocessassignedzeroweightsto mostmodels
androughly equalweights to the’best’ model from eachof theARIMA, STLoessand
Thetacategories. This is encouragingas it is quite similar to the way in which one
would combineforecastswithout theadvantageof anoptimiser- pick thebestmodel
fromeachcategory. Again,it is encouragingto notethatthisoptimal combinationdoes
improvetheMAPE.Otherfinancialseries,especiallycommodities,yield anevenmore
significantimprovementin MAPE if differentforecastsareoptimallycombined.

If a 36 point sampleis usedthe MAPE ’barrier’ lowers dramaticallyto around
3.1%. Onceagainthe Thetamodelis superior while a simpleaverage of all models
doesnot appearto yield an exceptional forecast. Again the optimal combination of
weightssucceedsin a notable MAPE improvement.
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